Automatic Generation of Stippling Illustrations from two Photographs
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Abstract
In this paper we present a software tool that is able to reconstruct the depth field of the objects from two photographs and to obtain a pseudo 3D model. Using this information our system is able to differentiate background from foreground, and therefore, what are the interesting elements in the photographs and stipple them in different ways.

This tool needs almost no user interaction. The user simply has to align both photographs and indicate the level of detail according to the distance. The rest is decided by our software. Whereas a professional illustrator needs more than 20 hours to finish a similar illustration, our software is able to do it in just few seconds.
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1. Introduction
When documenting archaeological sites, a complex task of the process is the creation of technical illustrations. Illustrations allow the reader to imagine ancient sites and to add information about their elements (shape, imperfections, etc.) and maintaining the meaning of piece of art.

Stippling is the process of illustrating by means of drawing stipple dots on a paper. The technique is simple but tedious, mainly because the huge amount of stipple dots to be placed in every detail of the illustration.

Computer generated stippling illustrations are possible, however, it still requires an illustrator to choose what the important parts are or how to stipple the different regions.

Main problem of previous algorithms is that it is difficult to segment the image due to the lack of 3D information and without intensive user interaction.

In this paper, we propose to use two photographs as input of the software. Depth information is obtained with these photographs by obtaining the 3D Stereo Disparity from the images, which is often used in artificial vision and robotic vision.

2. Related Works
There are many works related with automatic stippling. We are specially interested in methods that produce stippled images from 2D images and photographs. Among these methods, Secord (SECORD, 2002), Deussen (DEUSSEN, 2000), Hiller (HILLER, 2003), Dalal (DALAL, 2006), Barla (BARLA, 2006) and (SECORD, 2002), use centroidal Voronoi diagrams (CVD) to distribute the dots. Their approach has problems with patterns. Schlechtweg (SCHLECHTWEG, 2005) uses a multi-agent system called Renderbots, to position different kinds of drawing primitives. The main problem is that in the borders of the tiles it produces errors that must be corrected and the dots are black circles or another geometrical shape. Mould (MOULD, 2007) creates a weighted graph that controls the location of dots, its results show the alignment of the dots on the edges, which is disturbing. Kim (KIM 2009) provides a method for extracting a tone map and dots from the original image, the method is
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3. Construction of the Function of Probabilities

The system overview we propose takes a couple of images as input. These images are processed by using a graph cuts stereo correspondence algorithm (KZ1) appearing in Kolmogorov et al. (Kolmogorov 2003). This algorithm is applied to both images. Additionally our algorithm extracts information about edges and a version of the photograph with a normalized histogram. With this information, a statistical function is built and quantized. Finally, a set of dots are placed on the image according to the probabilistic function by means of an adaptive random search.

The KZ1 algorithm obtains an image of grey values, where the darker values means the object is farther, where lighter values indicates the object is closer to the observer.

Therefore, for every pixel of the photograph we obtain a value of distance from the observer, as shown in Figure 1.

These values can be stored in a buffer and allow to reconstruct a half-3d image as shown in Figure 2.

According to the depth of the image the user can select the maximum level of depth when stippling, and the level of the detail for any part of the image.

In the case of stippling illustrations, it is typical that artists emphasize two kind of visual information:
- Edges
- Contrast: Shade and shadows

Edges are automatically computed from a Laplacian filter in our algorithm, which is a 2-D isotropic measure of the 2nd spatial derivative of an image, and allows to obtain edges of an image accurately.

Contrast is enhanced by using an adaptive normalized histogram equalization. Through this adjustment, the intensities of the image can be better distributed on the histogram. This allows for areas of lower local contrast to gain a higher contrast.

A probability function is created using these buffers (the Edge image, the Laplacian image, and the Depth image). The values of the function of probability depends on this formula:

\[ F(x) = (L(x) \cdot g(y) + h(y) \cdot E(x)) \]

where \( L \) is the Laplacian image, \( E \) is the Edges image, \( g \) and \( h \) are functions defined by the user, and \( x \) is the position of a pixel in the image:

\[ y = \langle k_0, x \rangle. \]

\( y \) is the value of the intensity in the pixel of position \( x \).

\( g \) and \( h \) are defined on the Depth image, in such a way that the values of \( g \) and \( h \) are defined by a piecewise-defined function. Therefore, for every value of the depth image there is a direct correspondence with a value sets by the user, as shown in Figure 3.

\( F \) is discretized and stored in a matrix of the same size as the original image, establishing a direct correspondence between a pixel and a value of probability. This matrix is called a dynamic matrix of probabilities (DMP).

4. Algorithm of Stippling

The algorithm of stippling tries to simulate the stippling points placement when the artist is creating the illustration. Artists do not use an exact equation to place the dots on the paper, but they try to simulate the grey levels and the borders of the image avoiding patterns.
Therefore, a statistical approach is necessary. Statistical algorithms can make small mistakes, like artists when stippling. However, these algorithms obtain a quite accurate solution, just like artists with their illustrations.

We have design an algorithm that obtains randomly a set of positions. These positions are used to obtain the value of probability in the DMP. If the maximum probability is 0, no dot is placed, otherwise, a new dot is placed in the position of the maximum found probability, and the dot is blended to the rest of the placed stippling points in the canvas. The probability in that region of the DMP is decreased.

If the maximum probability is equal to or lesser than zero, the size of the set of positions is increased permanently, that allows to search farther for a better solution.

The stippling dots are obtained from a library of scanned dots.

5. Software and User Interface

The developed software is easy to use, the user load the image of the left eye and the image of the right eye (both can be obtained with the same camera), and then images are automatically corrected. Then the depth buffer is obtained and showed to the user, and two histogram functions allow to control the amount of silhouettes and the amount of shade and shadows in the image, as shown in Figure 4. Finally the illustration is automatically obtained.

6. Results

The developed software runs in the most used operative systems: MS Windows, Mac OS X Leopard, or Linux, and possibly others. The obtained depth buffer is used to segment the image and detect the distance of the object to the observer. Figure 5 shows the interface. Figures 6 and 7 show some results of the software.

7. Conclusions

In this paper, we have presented a program to generate automatic stippled illustrations. The algorithm is able to reconstruct the depth information of the scene by using two photographs. The developed software processes the image and the depth information and produces stippled illustrations in seconds.

Fig. 3: Graph altered by the user. Horizontal values represents the values of depthness, whereas vertical values are adjusted by the user.

Fig. 4: Software to control the silhouettes and the contrast of the image according to the depth information.

Fig. 5: Interface of the software when placing the image and obtaining the depth information.
Fig. 6: Result of images in Figure 2. The chosen paper and ink are both sepia.

Fig. 7: Result of the algorithm on a lined paper.
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